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Setting and Purpose

Mixed-critical systems
» High criticality tasks (HC)
» Low criticality tasks (LC)
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Mixed-critical systems
» High criticality tasks (HC)
» Low criticality tasks (LC)
» HC tasks should never miss a deadline
» Dropping as few LC tasks as possible
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Related Work

Two approaches

System-level mode
» Two system modes

» Normal
» Critical

Task-level mode
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Related Work

Two approaches

System-level mode
» Two system modes

» Normal
» Critical

» Drop all LC tasks
» Run LC tasks in degraded mode
Task-level mode
» Each HC task switches individually to Critical
» Other HC tasks can miss their deadline
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Assumptions ((‘

» Tasks are preemptible.

» All tasks are assigned a static criticality level (LC or HC) by
design, called default criticality.

» The execution of a HC task must not be discarded under any
runtime circumstances.

» The runtime criticality of a LC task can never be upgraded to HC.
LC tasks stick always to their low confidence WCET.
» There is no dependency between LC and HC tasks.

v
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A task m; is given by (T;, C!, C', x;, p) where:
» T;is the task period.
> C € R>¢ and C € R>¢ are the worst case execution time for low
and high confldence levels respectively. We assume that
CI > C! for HC tasks, and C!" = C! for LC tasks.
» v; € {LC,HC} is the default (constant) criticality of the task.
» pis the task priority.
The task runtime mode Q() will be updated on the fly according to the
actual task execution budget.
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Task types

» Types of tasks
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HC LC
Type High criticality | Low criticality
Modes Hl and LO no modes
WCET | Varies C" > C! | Static C" = C!
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Task types

» Types of tasks

HC LC
Type High criticality | Low criticality
Modes Hl and LO no modes
WCET | Varies C" > C! | Static C" = C!

» Modes for HC tasks

HI | LO
WCET | C' | C!
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Three scheduling functions ((‘ :

» Fixed priority scheduling  Sched : 2" x R>q —
» Intermediate scheduling

Sched, (N, t) = =; | Ready(m;, t) A Vrj € N Ready(m;, t) =
{ Q(mj, t) < Q(m;, t)

V
Q(Tl’j, f) = Q(Tl’,‘, f) AN SChed({W/, 7T/'}, t) =T
» Critical scheduling

Sched (N, t) = m; | Ready (i, t) AVr; € 1l Ready(m;, t) =

Xj < Xi

V

(X/' = X,') N Q(Wj, t) < Q(W,‘, t)
V

(xj = xi) A (Qmj, 1) = Q(mi, 1))
A SChed({ﬂ',',ﬂ'j}., f) =T
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System scheduling mode behavior

Workload (when all HC tasks
run C,) exceeds Threshold

Normal

Critical
mode

mode

At least one HC task
terminated

'75 u.\i‘
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Example

Simple mixed task set

@,
@
°R6 g

Task | T[C[C'] x [p
T 20| 5 | 7 | HC |2
m |20 5| 6 | HC | 4
m3 |20 | 5 - | LC | 1
w4 | 20| 4 - | LC |3

B
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Example

Runtime example for the system in Table

Q=L0 C' overrun \

il l [ l

Q=HI

Q=L0

n3

4 l - l - l p=3
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Low criticality task behavior ((‘ 0
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System scheduling-mode
switched to Critical

Active
(stretched
period)

Period
stretching

Active
(regular)

Active
(shrunk
period)

Period
shrinking
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qu%

High criticality task behavior { ((‘ )
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WCET C, violation

Active

Active
(LO mode)

(HI mode)
Period termination
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Example of LC task periods shrinking ((‘ A
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Shrinking with A=12 over interval[5,30]

. Critical
System mode: Normal
5

HI mode
HCtask 1 | 5 mode 30
1

(T=30,C=7)

Stretching ——
LC task ,:  Regular 35

. -
(T=20, C=4)Shrinking I21

Stretching ~ ———
LC task ms: Regular =4
(T=14,C=3) Shrinking l—>
| J
' ' 38
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Algorithm

Algorithm 1: Elastic multimode scheduling

1 Init();
2 while True do

3

4
5
6

if 3m; | Status(m;, t) = Done A t%T; = 0) then
| Refresh(m;);
end
if 3m; | x; = HC A A(m;,t) >
C! A Status(m;,t) # Done then
Q(m;,t)=HI
Use(Sched());
end
if Mode(t) = Normal A DEM(Ip(t),t) <
Ipi(t).T — t%lp(t).T) then

T =1p(t):
S=t;
Mode(t) = Critical;

se(Sched”());
foreach 7; | x; = LC do
T; = Tj + (Ip(t).T — t%lp(t).T);
6:<§+(T.T—5):
end
end

SN rf,%

(@

(N
% v

%, “,

21 if
Mode(t) = Critical A 3m; | T (mi, S)At%T; = 0
then

2 Mode(t) = Normal;

23 P = Regular;

24 n=t;

25 if 3, | Q(7;,t) = HI then

26 | Use(Sched());

27 end

28 else

29 | Use(Sched());

30 end

31 end

32 if Mode(t) = Normal A 6 > 0 then

33 if DEM® (Ipy(t),t) < Ipi(t).T — t then

34 foreach 7; | x; = LC do

» ‘ Ty =T — s

36 end

37 P = Shrinking;

38 §=0;

39 end

40 end

41 end
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Origin

Case study ((( $
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» Task set from

[14] R. Dodd. Coloured petri net modelling of a generic avionics
missions computer. Technical report, Department of Defence,
Australia, Air Operations Division, 2006.

» WCET (C) given in original case.
» WCET (C") calculated from data fetching times.

» 20pus for data words
» 40us for a command
» 40pus for a status
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Case study

Tasks

Task % T crich]p
Aircraft flight data(r+) HC | 55 8 |89 6
Steering(m2) HC 80 6 [ 6.3 9
Target tracking(ms) HC | 40 4 | 42| 3

Target sweetening(my) HC 40 2 2 4
AUTO/CCIP toggle(s) HC | 200 1 1 112
Weapon trajectory(mg) HC | 100 7 175110
Reinitiate trajectory(mwy) LC | 400 |65 | - | 14
Weapon release(rs) HC 10 1 1.2 | 1

HUD display(mg) LC 52 6 - 7
MPD tactical display(m1o) LC 52 8 - 8
Radar tracking(m11) HC | 40 2 |22 2
HOTAS bomb button (712) LC | 40 1 - 5
Threat response display(wy3) | LC | 100 3 - 11
Poll RWR(714) LC | 200 2 - |13
Perodic BIT(m1s) LC | 1000 | 5 - |15
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File Edit View Tools Options Help
[Blal® e[ [K]@]=]<]=
[ Editor | simulator | Concretesi or | Vveri Yggdrasil

L Frojoat Name: [TasksMC Parameters: [const tid_t tid
roject

[ Declarations
o & Task
o 5 Core
o} Cache Init cu
o &} DRAM_Memory
o 5 scheduler

ask[tid].offset

o &} PreemptScheduler
o 5} TasksSMC eq taskltid].corelc
o 8 Connector CUrTimeftd]s wert{tid]=0

D System declarations urTime[tld]=1

Time[

curTime[tid]<=task[tid].deadline
£ veeotiadlo—

o]
b
[

IrTir
&

dlnum

eldasel

InstrExe s i
corelnstr{task]tid].col

instr{curingtr]

oneltaskftid].coreld]?

urinstr++
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Results

Case Study ((( $
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» Not schedulable with classical fixed priority scheduling
» tasks w19 and 711 miss their deadlines

» Not schedulable with task-level mode scheduling
» task 1o misses its deadline (response time 106)

» System-level scheduling vs. our algorithm
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Case study (7
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Case study ((‘ £

Experimental results
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» Discard rate of the LC task jobs achieved by our algorithm is
1.0% to 4.58%

» Discard rate achieved by the state of the art system-level
bi-mode scheduling [13], [33] is 2.1% t0 11.5%.

[13] D.de Niz, K. Lakshmanan, and R. Rajkumar. On the scheduling of mixed-criticality real-time
task sets. In RTSS’09, pages 291-300, 2009.

[33] B. Madzar, J. Boudjadar, J. Dingel, T. E. Fuhrman, and S. Ramesh. Formal analysis of
predictable data flow in fault-tolerant multicore systems. In FACS '16, pages 153-171, 2016
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Conclusion

Conclusion
» Flexible multi-mode scheduling for mixed-criticality systems
» accurate and non-aggressive system mode switches

» Stretching of periods
» Much less dropping of LC tasks
» Too computation heavy at the moment
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Conclusion

And future work

@
T

Conclusion
» Flexible multi-mode scheduling for mixed-criticality systems
» accurate and non-aggressive system mode switches

» Stretching of periods
» Much less dropping of LC tasks
» Too computation heavy at the moment

Future Work

» Real implementation
» Optimization of algorithm overhead
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Questions?
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